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Abstract 
 
This article addresses debates about race and hiring discrimination. Many experimental audit studies compare how 
equal-quality resumes with typically-white versus typically-black names are treated on the job market, often finding 
a difference in callback rates. However, one recent study (Darolia et al. 2016) argues that many employment audits 
may overstate discrimination because they use “black names” that are overly stereotypical. Pairing typically-white 
first names with typically-black last names to signal African American applicants’ race, they send out 9,000 resumes 
and find no discrimination in callbacks. Recognizing that some employers may not view the names they used, such 
as “Chloe Jackson,” as belonging to black applicants, they nonetheless argue that employers’ “error rate” in racial 
attribution would need to be “nearly 60 percent,” which they regard as improbably high, for prior audit findings to 
hold. Using a national survey of 1,050 Americans, I examine how people perceive the exact name combinations 
Darolia et al. used. I find that respondents’ overall error rate is indeed “nearly 60 percent” (59.7 percent), that this 
pattern holds for a subsample of respondents most likely to make hiring decisions, and that the pattern is unique to 
their approach rather than a problem for audit studies generally. I show that prior findings of persistent 
discrimination are not just unchallenged, but in fact bolstered by Darolia et al. ’s results and consider implications 
for future work. 
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Introduction 

 
African Americans experience higher unemployment 
and receive lower average wages than members of 
other racial groups in the United States. Many 
sociologists and economists (e.g., Pager 2003; 
Neumark 2012) have argued that hiring discrimination 
by employers plays a role in this gap. However, some 
economists (e.g., Becker 1957; Farkas and Vicknair 
1996; Neal & Johnson 1996; Heckman 1998) counter 
that racial disparities in employment and income arise 
from on-average group differences in traits associated 
with race, such as educational attainment, rather than 
from employers’ reactions to applicants’ race. This 

disagreement matters: efforts to reduce discrimination 
by employers are either necessary or a harmful 
diversion from addressing more fundamental causes of 
inequality like educational disparities (Heckman 
1998), depending on who is correct. 

In the past fifteen years, numerous experimental 
audit studies of the hiring process have sought to 
resolve this debate (Baert 2018). In a typical audit, 
researchers create fictitious identities with distinctive 
names that signal candidates’ racial backgrounds. 
They use these identities to respond to hundreds or 
thousands of job openings. Resume quality is 
experimentally held constant across different 
identities, so any significant variation in callback rates 
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can be attributed to discrimination. Recent audit 
studies in the United States consistently find that 
employers often still discriminate against African 
American job seekers (Quillian et al. 2017).  

However, Darolia et al. (2016) argue that the 
claim of discrimination by employers is on shaky 
ground, as most audit studies of hiring and race share 
a methodological flaw. In their argument, most 
existing research incorrectly conflates signals of race 
with signals of class background, since distinctively 
black names are found most often among less-
educated, lower-income families (Fryer and Levitt 
2004). As an alternative, they use the first names 
“Ryan” and “Chloe” combined with two typically 
black last names, “Washington” and “Jackson,” to 
signal African American identity, and send 9,000 
resumes to employers. They find equal callback rates 
across races. Recognizing that their "black names” 
might not be read as intended, Darolia et al. 
nonetheless argue that employers’ "error rate" in 
attributions of race would need to be "nearly 60 
percent" (855), which they view as unlikely, for prior 
findings to stand. They suggest that the racial 
discrimination in hiring found by prior studies (e.g., 
Bertrand and Mullainathan 2004) may be either an 
artifact of race/class conflation in names or may have 
declined significantly over the past decade and a half 
(856). 

Some recent work (e.g., Gaddis 2017) has cast 
doubt on Darolia et al.’s methodology, and most 
evidence suggests that discrimination in hiring 
persists. Nonetheless, further attention to their 
evidence and core claims is warranted, for two 
reasons. First, their work raises a serious 
methodological point: name selection in audit studies 
is a delicate balance, as clearly signaling race can be 
in tension with realistically representing a group’s 
name patterns. Studies that use overly stereotypical 
names might yield invalid findings, while using names 
whose race signals are weaker than intended also has 
pitfalls. A better understanding of how names used 
shape results attained can help us gauge audits’ 
validity.  

Second, Darolia et al. (2016)’s study has clear 
implications for how government and employers 
should address racial inequality, and due to its policy 
relevance received significant media attention. 
Headlines to news coverage of the study included 
“New Research Refutes Famed Study of Hiring Bias,” 
(Elejalde-Ruiz 2016a), “Resumes with Black, White, 
and Hispanic Names Treated the Same” (Elejalde-
Ruiz 2016b), “Race and Gender May Not Affect 
Employer Interest in Resumes” (Science Daily 2016), 
and “Black or Latino Surnames Don’t Actually Hurt 
Job Applicants” (Fenske 2016). In news reports, the 
authors were at times cautious about the implications 

of their findings (Elejalde-Ruiz 2016b) but at other 
times appeared to suggest that racial discrimination in 
hiring may have been eliminated (Fenske 2016; 
University of Missouri-Columbia 2016). 
Methodological scrutiny of highly visible, policy-
relevant scholarship is essential because such 
scholarship can impact real-world decision-making, as 
it did in America’s debate about marriage equality 
(Cohen 2012; Gates 2012). To better understand  
Darolia et al.’s policy implications, it is important to 
adjudicate between three competing possibilities: (1) 
that Darolia et al. were correct and discrimination in 
hiring is low or nonexistent; (2) that their methods 
were sound but their findings exceptional (that is, 
externally invalid); or (3) that their methods were so 
flawed that their study should be disregarded. 

For these reasons, this study presents as direct a 
test as possible of Darolia et al. (2016). Building on 
Gaddis (2017), I conduct a survey of 1,050 American 
adults that asks respondents to indicate the most 
probable race of someone with a particular name. I test 
the four exact first/last name combinations used as 
“black names,” along with ten other name 
combinations. I find that most respondents did not read 
the four names as Darolia et al. intended. The overall 
error rate for those name combinations is 59.7 percent 
(or “nearly 60 percent”), far higher than for any other 
name combinations tested. The error rate is nearly 
unchanged (and in fact, slightly higher) when I restrict 
the sample to the types of individuals most likely to 
make hiring decisions. Additional analyses show that 
these findings are not an artifact of my sample, but due 
to problems with the name signals themselves. The 
level of error found invalidates Darolia et al.’s core 
claim. I show that prior conclusions of discrimination 
are not just unchallenged but bolstered by their study. 

Literature Review 
 

The U.S. civil rights movement led to advances in 
legal equality for African Americans, including 
landmark federal legislation around voting rights, civil 
rights, equal employment opportunity, and fair 
housing (Chafe 1981). However, de jure equality has 
not yet yielded facto equality. Over fifty years after the 
movement’s heyday, black Americans continued to be 
disadvantaged on important indicators, including 
those involving the labor market such as 
unemployment, poverty, wealth, and income (Santoro 
2015). While there are many causes of ongoing racial 
inequality, employment is one of the most crucial 
institutions to consider. Employment shapes many 
other aspects of life such as the ability to buy a house, 
pay for medical emergencies, and send one’s children 
to college. Understanding and remedying African 
Americans’ ongoing disadvantage in the labor market 
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is a necessary and important step in addressing racial 
inequality. 

Although scholars agree that black Americans 
fare worse than most other groups in the labor market, 
they debate the roots of this pattern. In particular, one 
dispute concerns whether employers engage in racial 
discrimination against black job candidates when 
hiring (Neumark 2018). Classical economic theory 
expects racial discrimination by employers to be rare 
due to its economic irrationality: employers who 
discriminate on grounds unrelated to job performance 
are depriving themselves of valuable workers, 
reducing their own competitiveness (Heckman 1998; 
Becker 2010). However, some scholars have 
countered that regardless of what classical theory 
expects, there is ample empirical evidence of hiring 
discrimination (Baert et al. 2015; Pager 2016; 
Neumark and Rich 2019; Quillian et al. 2019). They 
also point out that employers may indulge in “taste-
based discrimination” or unconscious discrimination 
even if it hurts their profits, and that statistical 
discrimination in hiring might be profit-neutral or 
profitable in some cases (Guryan and Charles 2013; 
Neumark 2018). In sum, classical economic theory 
sees black Americans’ lower economic attainment as 
fully or near-fully due to lower education and 
experience (Farkas and Vicknair 1996; Neal and 
Johnson 1996; Fryer and Levitt 2004; Becker 2010 
[1957]), while some economists and sociologists see 
racial discrimination by employers, whatever its 
motivations, as an important additional force shaping 
hiring decisions. 

Race and educational attainment are correlated, so 
for decades, this debate proved challenging to resolve. 
However, one powerful tool was developed to control 
for the race-human capital correlation and assess 
discrimination directly: audit studies. In audit studies 
(Pager 2007; Gaddis 2018), civil rights agencies and 
researchers could hire individuals of different races, 
arm them with equal-quality resumes, train them to 
present equally well in person, and send them to apply 
for the same set of jobs in person or over the phone. 
Scholars would then monitor callback rates or 
expressions of interest by employers using different 
voicemail boxes or P.O. boxes for each candidate. 
Nevertheless, researching discrimination using this 
approach was expensive, time-consuming, and 
potentially error-prone, since knowing whether 
different candidates came across equally well was 
difficult (Heckman 1998). While some audit studies 
suggested hiring discrimination (Pager 2003), these 
studies were relatively rare and had to be interpreted 
cautiously. 

Since the mid-2000s, the online shift of job search 
processes has greatly facilitated scholars’ ability to 
research hiring discrimination. Now, researchers can 

choose names characteristic of people of different 
races, create email accounts associated with these 
names, and use these email accounts to send out 
hundreds or thousands of equal-quality resumes to a 
broad set of employers (Crabtree 2018; Gaddis 2018). 
Because resume quality does not vary across the 
different names tested, differences in response rates 
can be attributed to employers’ reactions based on 
perceived race. In the last 15 years, hundreds of studies 
have employed this method of studying racial 
discrimination in hiring across dozens of countries 
(Baert 2018; Quillian et al. 2019). The most evident 
finding about the United States in this line of work is 
that equal-quality resumes fare worse when associated 
with a typically African American name than with a 
typically white name. Many scholars have concluded 
that employers’ discriminatory decisions are one 
important influence on ongoing racial inequality. 

Darolia et al. (2016) challenged this viewpoint. In 
their argument, most audit studies share an important 
methodological flaw. If the names used to signal a 
candidate as African American are disproportionately 
found among people of lower socioeconomic class 
origins, what appears to be discrimination based on 
race may, in fact, be motivated by cues around class 
background. The problem is magnified if the names 
used to signal black identity are unusually 
stereotypical or signal lower-SES origins more than 
most black people’s names do. For instance, “Lakisha” 
is typically an African American name, but it is not a 
typical African American name (Fryer and Levitt 
2004). In Darolia et al.’s argument, perhaps candidates 
with less stereotypical names encounter fairer 
treatment than candidates with the kinds of names 
most often used in audit studies.  

Darolia et al. therefore conducted their own audit 
study of hiring for 3,000 job openings across the 
United States. They broke with prior studies’ approach 
to choosing names by using the first names Ryan and 
Chloe in combination with the last names Washington 
and Jackson for their African American candidates. 
While they described the last names they use as 
“strong indicators of race” (90 percent of Washingtons 
and 53 percent of Jacksons are African American; U.S. 
Census 2016), they characterized the names “Ryan” 
and “Chloe” simply as “male-sounding” and “female-
sounding.”  

After sending out 9,000 resumes, they found only 
minimal differences in callback rates by apparent race 
and attributed their finding of no discrimination to 
having avoided mixing race and class signals. They 
acknowledged that some employers might not 
recognize “Ryan Washington,” “Chloe Washington,” 
“Ryan Jackson, and “Chloe Jackson” as names 
intended to signal black candidates. However, they 
argued that the “error rate” in perceiving these names 
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as African American would need to be “nearly 60 
percent” for Bertrand and Mullainathan’s (2004) 
finding that black candidates needed to send out 1.5 
times as many resumes as white candidates to receive 
proportionate response to be correct. They also 
suggested that racial discrimination in hiring may have 
declined in recent years. 

Darolia et al. (2016) ran counter to a great deal of 
prior work. Indirect challenges followed from several 
sources. Concurrent and successive audit studies, 
including one that equalized educational credentials 
between white and black job applicants, found 
discrimination against black job applicants (Gaddis 
2015). A meta-analysis found no evidence of a 
downward trend in discrimination (Quillian et al. 
2017). Videos recorded on cell phones and circulated 
on social media provided ample anecdotal evidence of 
ongoing adverse treatment of black Americans in 
numerous situations (Wootson 2018). Most directly, 
Gaddis (2017) used a convenience sample to test how 
Amazon Mechanical Turk users (Chandler and 
Shapiro 2016) perceived the race of various names. He 
found that “Ryan” and “Chloe” were both perceived 
most often as white names. This finding implies the 
possibility that the signals intended from Darolia et 
al.’s four “black names” might have been misread 
quite often, perhaps even “nearly 60 percent” of the 
time. If true, this would invalidate their study. This 
study investigates this possibility in greater depth. 
 
Methods and Data 
 

To investigate how people read Darolia et al.’s 
names, I designed an online survey module and fielded 
it in the fall of 2017. The module was distributed to a 
national quasi-probability sample as one component of 
a more extensive survey that addressed many different 
topics; respondents had previously opted into 
receiving online surveys in exchange for 
compensation. In total, 1,050 respondents participated. 
Respondents answered various demographic questions 
before turning to modules, including my module about 
race and name perceptions. Demographic items 
included respondents’ race (white, black, Hispanic, 
Asian, or other), age, gender, Census region, political 
party (Democrat, Republican, independent, or other), 
employment status (full-time, part-time, or not 
currently employed), education level (in six 
categories), and income (in $25,000 increments, up to 
“$100,000 a year or more”). I conducted analyses on 
the full sample and also on a subsample designed to 
more closely approximate traits of people making 
hiring decisions, described below. 

Overall, respondents reflected key US adult 
population demographics. Fifty-one percent of 
respondents were female. The mean age was 44, and 

respondents ranged from 18 to 81 years. Respondents’ 
location by Census region matched overall US 
patterns, with 37 percent hailing from the South, 23 
percent from the West, 21 percent from the Midwest, 
and 18 percent from the Northeast. Sixty-eight percent 
were white, 13 percent were Hispanic, 12 percent were 
African American, 3 percent were Asian, and 3 
percent identified as other-race. This racial 
distribution approximates the US adult population at 
the time Darolia et al.’s study was conducted (66 
percent non-Hispanic white, 15 percent Hispanic, 12 
percent African American, 5 percent Asian; 2 percent 
other in 2013-14) and likely differs even less from the 
adult English-speaking population at that time. 
Though people who complete surveys online may vary 
from other people in some ways, on balance, these 
differences are slight and unlikely to skew inference 
around the patterns I identify, a point I address further 
in the discussion. Only respondents who opted in were 
counted, so I do not report a response rate. 

In the module, all survey respondents were given 
a list of 14 names and asked to categorize each name 
as most likely belonging to someone who is White; 
Black or African American; Hispanic or Latino; or 
Asian, Indian, or Middle Eastern. Specifically, 
respondents were told, “First, for each of the 14 names 
given below, please choose the racial/ethnic group 
you'd guess someone with that name is most likely a 
member of. Please do not look up information on any 
name; we’re interested solely in your first impressions. 
Names are randomized, so don’t worry if you end up 
with some empty or some very full categories.” Every 
respondent saw the same 14 names. Respondents 
could choose only one of the four options per name 
and had to choose an option to continue. Names 
included Darolia et al.’s four “African American 
names” along with two names they had used to signal 
white identity, two of their “Hispanic names,” and six 
other names that did not appear in their study but 
which I included for comparison. In the second part of 
the study, respondents classified additional names 
following a slightly different design. 

After all respondents completed the survey, I 
examined their classifications of each name. I 
calculated the error rate for classification of each name 
compared to the signal intended, and for Darolia et 
al.’s names as a group. Because people making hiring 
decisions may differ from other adult Americans on 
variables such as employment status and income, I 
additionally conducted an analysis among a subsample 
with greater demographic similarity to most hiring 
decision-makers. For this subsample analysis, I 
selected only respondents working full time, ages 30-
65, with some college or more, and with annual 
incomes of $50,000 or higher. Given these variables’ 
correlations with race and gender, the subsample of 
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277 respondents was whiter (75 percent white) and 
more male (61 percent male) than the full sample, 
realistically reflecting how race and gender intersect 
with work authority (Quadlin 2016). Methodology in 
the subsample analysis mirrored that in the larger 
analysis.  

I also tested the explanatory power of 
respondents’ race, gender, age, region, employment 
status, education, income category, and political party 
on name identification patterns among the full sample. 
For analyses of gender, region, education, 
employment, and income category, I retained the 
original survey categories. I consolidated respondents 
who were neither white nor black into a third race 
category and grouped age into six clusters, with those 
30 or younger as the lowest group and those 70 or 
higher as the highest group. I consolidated political 
independents and other-party identifiers into a single 
group. 
 
Results 
 

Table 1 presents respondents’ attributions of race 
to Darolia et al.’s four names of African American 
applicants. As seen in the top half, among the full 
sample, the names Ryan Jackson and Ryan 
Washington were identified as African American less 
than a third of the time (32.1 percent and 31.2 percent, 
respectively), and thought to belong to white 
individuals nearly two-thirds of the time (63.2 percent 
and 64.5 percent of the time). Chloe Jackson and 
Chloe Washington were read as intended somewhat 
more often; respondents thought of these names as 
belonging to black individuals about half the time. 
However, the four “black names” were perceived as 
black only 40.3 percent of the time overall, yielding an 
“error rate” of 59.7 percent among the full sample. 

Do individuals similar to those who have more 
authority over hiring perceive names and race 
differently than others? I present results from the 
subsample analysis in the bottom half of Table 1. 
While differences are small, those in the subsample 
were very slightly less likely to read the four names as 
intended than the overall sample: they read the four 
names as black only 39.6 percent of the time, yielding 
an error rate of 60.4 percent. Experimenting with 
variations in subsample structure (for instance, 
changing the age range selected, or limiting the 
subsample to those with a 2-year degree or higher) did 
not change the overall pattern; the error rate for these 
names remained about 60 percent. 

The evidence presented so far is sufficient to show 
that about 60 percent of Darolia et al.’s subjects may 
well have misread their intended racial signal. It is also 
instructive to compare error rates for the four African 

American names they used to other names and to 
consider possible effects of respondents’ race. While 
Gaddis (2017a; 2017b) shows that people usually infer 
race as intended in audit studies, here I present directly 
comparable data. I compare error rates for Darolia et 
al.’s four “African American names” to the other ten 
names I asked all survey respondents to consider. 
These ten names included two of the four white names 
(Brian Thompson and Megan Anderson) and two of 
the four Hispanic names (Isabella Hernandez and 
Carlos Garcia) used in their study, along with three 
names I expected would be read as typically Asian (Jia 
Chang, Riya Patel, and Rahul Singh) and three names 
I expected would be read as typically African 
American (Deandre Jefferson, Tyra Booker, and 
Shanice Banks). 

Figure 1 presents the results of this analysis. The 
overall error rate for these other ten names as a group 
was only 19.2 percent, significantly (and substantially) 
different than the nearly 60 percent error rate for 
Darolia et al.’s names (p<.0001). This 48-point gap far 
exceeds the gaps in identification rates between any 
other clusters, as average error rates in the non-Darolia 
et al. clusters were 16 percent for the two white names, 
19 percent for the five Asian and Hispanic names, and 
22 percent for the other three black names. On the 
respondent side, whites’ error rate of 60.0 percent on 
the Darolia et al. names was nearly identical to that of 
Asians, Hispanics, and those of other races at 60.9 
percent; black respondents were slightly but not 
significantly (p=.09) more accurate than other groups, 
with an error rate of 56.1 percent. Whites, blacks, and 
people of other races all made 2.5 to 3.5 times as many 
errors in identifying Darolia et al.’s names, compared 
to the other names. These patterns suggest the high 
error rate for Darolia et al.’s names was not due to 
flaws particular to my sample (since sample members 
identified other names with reasonably high accuracy), 
nor did it cut equally against all the names they used. 
Rather, the flaws were solely in the names they 
intended to be read as African American. 

 To gain additional insight into whether Darolia et 
al.’s subjects differed from my sample in any critical 
ways and into forces shaping perceptions, I tested 
whether name identification varied by respondents’ 
race, gender, age, region, educational attainment, 
employment, income, and political party. In 30 out of 
31 demographic subgroups tested, fewer than half of 
respondents identified the names as intended. The only 
group to read Darolia et al.’s names as black at over 
50 percent was respondents age 70 and over. Bivariate 
analyses found that older respondents, men, and 
political independents/others had higher “correct” 
identification rates than younger people, women, 
Democrats, and Republicans. However, the effect 
sizes were tiny for everything but age, where each 
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additional decade yielded about 5 percent greater 
accuracy (p<.001). All other variables were 
insignificant.i  In a multivariate analysis, only age 
retained its significance. While the age effect is 
interesting, the results still show that those making 
hiring decisions would not usually identify Darolia et 
al.’s names as intended. Indeed, the overall pattern 
here of a single notable effect among all the variables 
tested is consistent with what might occur by chance 
(Simmons, Nelson, and Simonsohn 2011). 

I raise one final point on why respondents may 
have perceived names as they did. About 53 percent of 
Jacksons and 90 percent of Washingtons, but only 
about six percent of Ryans and eight percent of Chloes, 
are African American (U.S. Census 2016; Gaddis 
2017; Gaddis and Ghoshal 2019). Therefore, the two 
last names Darolia et al. (2016) used for African 
American candidates would, on average, belong to a 

black person about 71.5 percent of the time, while their 
two first names would do so about seven percent of the 
time. Respondents who unconsciously perceived these 
percentages accurately and gave equal weight to the 
first and last name in determining race would, 
therefore, perceive Darolia et al.’s four names as 
belonging to black individuals ((71.5 + 7) x 0.5)   
percent, or 39.25 percent, of the time. This yields an 
“error rate” of 60.75 percent.  To be clear, my claim 
here is not that most people engage in this process of 
calculation, nor that this method of calculation is 
correct.ii  It is merely that nothing is shocking in the 
high error rate. Instead, it is dismissing the possibility 
of a very high error rate out of hand, as Darolia et al. 
appear to do, that is unreasonable. 
 

 
Table 1. Perceived Race of Darolia et al.’s “African American Names.” 
 Black White Hispanic Other 
By full sample:     
Ryan Jackson 32.1% (337) 63.2% (664) 3.4% (36) 1.2% (13) 
Chloe Jackson 50.2% (527) 43.2% (454) 5.0% (52) 1.6% (17) 
Ryan Washington 31.2% (328) 64.5% (677) 3.0% (31) 1.3% (14) 
Chloe Washington 47.8% (502) 48.7% (511) 2.1% (22) 1.4% (15) 
Average 40.3% 54.9% 3.4% 1.4% 
     
By subsample:     
Ryan Jackson 27.1% (75) 67.5% (187) 4.3% (12) 1.1% (3) 
Chloe Jackson 48.4% (134) 44.8% (124) 5.8% (16) 1.1% (3) 
Ryan Washington 33.9% (94) 62.5% (173) 2.9% (8) 0.7% (2) 
Chloe Washington 49.1% (136) 48.0% (133) 2.6% (7) 0.4% (1) 
Average 39.6% 55.7% 3.9% 0.8% 

 
Figure 1: Error Rate in Name Attributions for Darolia et al. Names and Ten Other Names. 
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Discussion and Conclusion 
 
Numerous prior audit studies have found that 

employers engage in hiring discrimination. However, 
Darolia et al. (2016; Fenske 2016) argued that 
employers’ equal treatment of typically-white names 
and the “black names” Ryan Washington, Ryan 
Jackson, Chloe Washington, and Chloe Jackson might 
indicate the waning of such discrimination. This study 
directly tested a crucial part of Darolia et al.’s 
methodology and found it wanting. Specifically, the 
survey data presented here reveal an alternative 
explanation for the equal treatment Darolia et al.’s 
names received: neither adult Americans generally, 
nor Americans demographically more likely to make 
hiring decisions, perceive the names as belonging to 
black individuals. Their study, therefore, provides no 
valid evidence that racial discrimination in hiring has 
been eliminated. In the remaining paragraphs, I 
consider two limitations and the broader implications 
of the present study. 

One limitation is that I did not measure name 
perceptions directly among people making hiring 
decisions. Perhaps those who review resumes are more 
adept than other people at associating names with the 
race they typically signify. If Darolia et al.’s targets 
read the four “black names” names as intended that 
would indeed suggest a decline in discrimination. 
However, very-white first names and very-black last  
name combinations are scarce. There is, therefore, no 
reason to expect that recruiters and hiring managers  
 
would have clear impressions of race from these name 
combinations. Indeed, this study’s subsample of 
respondents most likely to be involved in hiring was 
slightly less likely to read the names as intended than 
the full sample. This may be partly because African 
Americans are usually better able to identify typically-
black names than others (Gaddis 2017) but are 
underrepresented among better-paid and higher-
authority workers (Quadlin 2018). Additionally, given 
that even black respondents’ “correct” identification 
of these four names, in particular, was extremely low, 
it is also likely that the four names used were 
unrealistic and sent very weak signals. 

A second limitation is that this study drew on an 
online sample rather than more traditional survey 
methods. This could skew inference if respondents 
simply “mashed buttons” rather than giving real 
responses, or if respondents are unusual in any 
important ways relevant to the topic. However, 
respondents correctly identified all other names at very 
high rates, showing they took the survey seriously. 
The sample was designed to match the American adult 
population on key demographic variables like race, 

gender, and region, bolstering representativeness. 
While Hispanics and Asians were slightly 
underrepresented and whites slightly overrepresented 
in the overall sample, this had no effect on the results, 
as Hispanics and Asians’ error rate was less than one 
percent different than whites (and in fact was very 
slightly higher). Even if people who opt into internet 
surveys may differ in some ways from American 
adults generally, there is no reason this difference 
would skew identification rates for four names in 
particular but not ten others. Finally of note here, given 
the difficulty of building a representative sample of 
people making hiring decisions across a wide array of 
industries and locations, prior samples used to test 
name perceptions have generally been very casually 
drawn convenience samples or unrepresentative 
samples of Amazon Mechanical Turk users (Chandler 
and Shapiro 2016; Gaddis 2017). The samples here are 
a step forward. 

The main implication is that Darolia et al. fail to 
show that racial discrimination in hiring is no longer a 
significant concern. Perhaps more strikingly, this 
study shows that their data, when correctly interpreted, 
actually strengthen prior findings of discrimination. 
As they state, an error rate in name attribution of 
“nearly 60 percent” reveals a level of discrimination 
“similar to what is found by Bertrand and 
Mullainathan” (Darolia et al. 2016: 855). Bertrand and 
Mullainathan found those job candidates with 
typically-black names needed to send out about 1.5 
times as many resumes as white-named candidates to 
receive a proportionate response. Therefore, a correct 
interpretation of Darolia et al.’s data does not merely 
discard their study; instead, it supports the opposite 
conclusion than the one they drew. Racial 
discrimination in hiring persists  

Despite its flaws, Darolia et al. raise one point 
future research could productively address: how 
strongly names used in audit studies should signal 
race. After all, the five most common last names 
among African Americans are Williams, Johnson, 
Smith, Jones, and Brown. However, there are more 
white Americans than black Americans with each of 
these last names (author’s calculation based on Census 
data), so they are not distinctive. Similarly, 
distinctively “black-sounding” first names are 
relatively rare even among black Americans. Will 
black Americans with “white-sounding” or non-
stereotypical names face the same treatment as those 
with racially distinctive names if they make it to the 
in-person stage? If we assume that both the 
motivations for and the extent of discrimination at the 
in-person stage of hiring mirrors that at the resume-
filtering/callback stage, then the answer is yes, and 
resume studies using only very distinctively black 
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names provide useful information on how all black 
Americans will be treated.  

Alternatively, hiring processes might differ across 
stages. For instance, resumes may be screened by one 
person acting alone while in-person interviews are 
conducted by a group who discuss their deliberations, 
or vice versa. The primacy of conscious versus 
unconscious motivations for discrimination, the extent 
to which decisions need to be justified, and other 
factors may vary across stages, yielding less clarity on 
how African Americans with non-distinctive names 
will fare across multiple stages. Some comparative 
research testing the impacts of race at different stages 
of a single study has begun, and early evidence points 
to discrimination at all stages of the hiring process 
(Quillian, Lee, and Oliver 2018). Related work 
suggests that anti-black name-based discrimination is 
not reducible to class cues (Gaddis 2017) and that 
decision-makers may focus on names’ race signals 
much more than on their class signals (Butler and 
Homola 2017). These points are suggestive that racial 
exclusion of black candidates with non-typically black 
names will occur at later stages of hiring and that audit 
studies’ use of unusually distinctive names likely does 
not invalidate their results, but more work is needed to 
understand how racial signals operate at different 
stages of the hiring process. Expanding this line of 
work offers the chance to better understand the 
motivations, processes, and scope of unequal 
treatment directed at black Americans, a necessary 
step toward diminishing persistent discrimination and 
inequality. 
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i Alternate specifications, such as maintaining age as a fully continuous variable, did not meaningfully change the 
results. 
ii More Americans have the last names Washington or Jackson than have the first names Ryan or Chloe, so simple 
averaging is not the best method to calculate combined name prevalence. Taking the names’ different frequencies 
into account, and if one assumes that black and non-black Americans with the last names Washington and Jackson 
choose the first names Ryan and Chloe at rates similar to other people of their own race, then Darolia et al.’s 
average “black name” would belong to a black individual about 58 percent of the time. Of course, very-white first 
names and very-black last names rarely overlap, and it is unclear whether naming patterns among non-blacks with 
typically black last names are different than other non-blacks, so the actual prevalence of these names may be 
different. 
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